Estimation of passive microseismic event location using random sampling based curve fitting
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SUMMARY

Characterization of microseismic activities has become a useful tool for both hydraulic fracturing and seismic hazard monitoring. The microseismic data received by a sensor array typically have relative weak signals in the presence of noise and interference. Estimation of microseismic event locations using such noisy data is always a major challenge of passive monitoring, especially for a surface array.

To overcome a large number of false picks due to background noise, a random sampling method is applied to classify picked arrival times into event and nonevent clusters. By isolating false picks into nonevent clusters, picks corresponding to seismic events are highlighted which can then be used to estimate the event location using a background velocity model. A synthetic study shows this method is robust even in the presence of significant lateral and vertical velocity variations using the Marmousi model. Field data of a 5200-element dense array in Long Beach, CA was utilized to evaluate the estimation of microseismic event locations.

INTRODUCTION

Locations of microseismic events provide valuable information for reservoir monitoring during hydraulic fracturing (Duncan, 2005). Identifying microseismic events where severe background noise is present is always a challenging task. Vesnaver et al. (2011) combined both surface and borehole arrays to mitigate the noise challenge. Even though microseismic events were successfully detected by this array setup, event localization was not feasible due to the overwhelming noise observed on both arrays (Vesnaver et al., 2012; Menanno et al., 2013).

Since the velocity model is generally not perfectly known during microseismic monitoring, travel-time based location methods are applied under an initial effective homogeneous medium assumption (Grechka and Zhao, 2012). Bias and Grechka (2013) gives an analytic solution to jointly estimate the event locations and an effective velocity model for microseismic applications by fitting a parabola curve to travel time differences between P-wave and S-wave arrivals. When only a P-wave phase is available, a hyperbola can be used instead to model the moveout curve on the monitoring array (Dix, 1955). However, due to background noise, a large number of false picks will contaminate picked arrival times and make such curve fitting results unreliable.

To overcome this challenge and eliminate false picks, Zhu et al. (2016) proposed Random-sampling-based Arrival Time Event Clustering (RATEC) — a method to find the most reliable moveout curve. The moveout curve is isolated from false picks by repeatedly trying different hypothesized curves and finding the best curve that agrees with the largest number of picked arrival times. In this study, we show successful application of RATEC on a dense surface array setup for earthquake monitoring (Zhu et al., 2017), as well as synthetic examples with P- and S-wave phases and complex velocity models.

METHOD

RANdom SAmpling Consensus (RANSAC)

Random sampling consensus was first proposed by Fischler and Bolles (1981) and then improved by many others (Stewart, 1995; Torr and Zisserman, 2000; Chum and Matas, 2002; Tordoff and Murray, 2005; Chum and Matas, 2005). Despite many variations and adaptations of random sampling (Choi et al., 2009), there are essentially two steps per iteration which are repeated many times to determine the best fit to the data:

1. **Hypothesize:** A minimal sample subset (MinSet, denoted as $\Omega^k_M$) is randomly selected from the dataset and the unique model parameters ($p^k$) are computed for $\Omega^k_C$.

2. **Test:** Elements in the dataset ($\Omega_D$) are evaluated to determine which ones can be labeled as inliers, i.e., consistent with the hypothesized model in the sense that the distance from the model’s moveout curve is less than some prescribed value ($\delta$). The set of all such inliers is called a consensus set (ConSet, denoted as $\Omega^k_C$).

Note that $\Omega^k_M \subset \Omega^k_C \subset \Omega_D$. A set $\Omega^k_C$ consists of only the minimal number of samples required to uniquely determine a model, e.g., two samples for a line and three for a circle. The more elements in $\Omega^k_C$, the better the model we have obtained for the $k^{th}$ hypothesis. Based on the fitted hyperbolic model, the picked arrival times are, in effect, clustered into event groups and non-event groups. Such clustering not only separates picked arrival times into different phases (e.g., P-wave and S-wave phases), but also improves the accuracy of localization results by eliminating false picks due to noise.

Each RANSAC iteration requires very little computation and there exists a unique solution for each chosen MinSet. In this way, we can afford to use a large number of iterations to discover a consistent model. The number of iterations $\hat{N}$ to guarantee that at least one $\Omega_M$ will only contain true picks with probability $p$ is

$$\hat{N} = \frac{\log (1 - p)}{\log (1 - um)},$$

where $u$ is the fraction of all picks that are close to a hyperbola, and $m$ is the size of a MinSet, which is 5 for a hyperbola and
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Given a second determinant conic section. To verify that it is a hyperbola, we must also check a second determinant where \( \Delta \) is positive. Then \( \Omega_C^k \) is used to estimate the current best inlier ratio \( u^* \). Based on Equation (1), the number of iterations required, \( \bar{N} \), can be updated (Tordoff and Murray, 2005). The current \( \bar{N} \) is also compared against preset minimum and maximum values \( N_{\text{min}} \) and \( N_{\text{max}} \). Once the termination condition is satisfied, the best ConSet \( \Omega_C^* \) and model parameter \( p^* \) are returned; otherwise, the iteration loop will continue.

Parameter estimation for moveout curve

The proposed method uses a quadratic model to estimate the parameters of a hyperbolic curve, which takes the following form:

\[
\mathcal{P}(x, y; p) = ax^2 + bxy + cy^2 + dx + ey + f = 0, \tag{2}
\]

where \( p \) has six real elements \( (a, \ldots, f) \). There are actually only five free parameters, since one of the nonzero elements can be always normalized to 1. When the determinant

\[
\Delta_1 = 4 \begin{vmatrix} a & b/2 & d/2 \\ b/2 & c & e/2 \\ d/2 & e/2 & f \end{vmatrix}
\]

is nonzero \( (\Delta_1 \neq 0) \), Equation (2) defines a non-degenerate conic section. To verify that it is a hyperbola, we must also check a second determinant

\[
\Delta_2 = 4 \begin{vmatrix} a/b^2 & b/2c \\ b/2c & c \end{vmatrix} = b^2 - 4ac. \tag{4}
\]

When \( \Delta_2 > 0 \), Equation (2) defines a hyperbola.

Given \( n \) arrival time picks, \( (x_i, y_i) \) for \( i = 1, \ldots, n \), we form a \( n \times 6 \) data matrix \( \mathbf{D}_n \) and a \( 6 \times 1 \) coefficient vector \( p \), such that \( \mathbf{D}_n p \) is the model \( \mathcal{P}(x, y; p) \) evaluated at the time picks. With measurement error, there is a nonzero residual \( r \), i.e.,

\[
\begin{bmatrix} x_1^2 & x_1 y_1 & y_1^2 & 1 & a & b/2 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ x_n^2 & x_n y_n & y_n^2 & 1 & b/2c & d/2 \\ \end{bmatrix}
\begin{bmatrix} a \\ b \\ c \\ d \\ e \\ f \end{bmatrix} = \begin{bmatrix} r_1 \\ \vdots \\ r_n \end{bmatrix} \tag{5}
\]

If all picks in \( \Omega_M \) are true picks, the residual term \( r \) is negligible. Then we solve the linear system \( \mathbf{D}_5 p = 0 \), which finds the null space of \( \mathbf{D}_5 \). From the singular value decomposition (SVD) of \( \mathbf{D}_5 \), it is easy to see that the last right singular vector \( v_6 \in \text{null}(\mathbf{D}_5) \). To further stabilize the algorithm, a random perturbation is added to \( y_i \) when MinSets are formed.

Extension to 2-D surface arrays

This fitting method can be easily extended to surface arrays by changing the underlying hyperbolic curve model to a hyperboloid surface model. Similar to Equation (2), a hyperboloid surface can be defined using a quadratic equation in \( (x, y, z) \) that takes the following general form:

\[
\mathcal{P}(x, y, z; p) = \begin{bmatrix} a & b/2 & c & d/2 & e/2 & f \end{bmatrix} \begin{bmatrix} x \\ y \\ z \end{bmatrix} + \begin{bmatrix} g & h & i \end{bmatrix} \begin{bmatrix} x \\ y \\ z \end{bmatrix} + j = 0 \tag{6}
\]

Using (6), the RANSAC framework can be adapted to hyperboloid surface fitting by finding the parameter vector \( p = [a, b, c, d, e, f, g, h, i, j] \) in a 10-dimensional space. Although this is a somewhat larger parameter space for the MinSets, it adds very little burden to the search process because RATEC still searches the \( n \) time picks using models formed from the randomly chosen MinSets which now have 9 elements.

Event location through moveout curve

Various location methods based on travel time can be used on the time picks in the event cluster after RATEC is applied. Below, we offer one simple location estimation by refitting the moveout curves based on an effective homogeneous media assumption. We choose the trust region method (Berghen, 2004) over the least squares method for refitting due to its robustness in the presence of general background noise. Unpacking Equation (2), the event location can be recovered from the hyperbola coefficients as follows:

\[
x_0 = -\frac{d}{2a} \quad \text{and} \quad z_0 = \sqrt{\frac{f}{a} - \frac{d^2}{4a^2} - \frac{ce^2}{4ac^2}}. \tag{7}
\]

where \( x_0 \) is the event horizontal offset and \( z_0 \) is the event depth.
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SYNTHETIC DATA EXAMPLE

Recorded seismic trace in layered model
Recorded seismic traces from borehole sensors are used in this example. The P- and S-wave phases are manually picked and then delayed according to the travel time calculated from a layered velocity model. The layered velocity model used in this example, shown in Figure 2a, is taken from the Marmousi2 elastic velocity model (Martin et al. 2006). The top water layer in Marmousi2 is removed and the event source is located at a depth of 2.5 km. A 25-receiver nonuniform surface array is used on top of the medium for monitoring underground seismic events occurring below the array center (at 2500 m).

Figure 2: Layered velocity model example using recorded seismic trace with P-wave and S-wave phases: (a) 1-D velocity model from Marmousi2; (b) noisy raw data with PSNR = 10 dB with respect to the S-wave peak after a 20 Hz low-pass filter; (c) fitted moveout curve and classification results comparing to true P-wave and S-wave moveout curves.

Since the dominant frequency of the arrival event is estimated to be 10 Hz from the spectrogram, a low-pass filter with cutoff frequency at 20 Hz is used as pre-processing. Both P-wave and S-wave arrivals are observed in Figure 2b with low-pass filtering. Figure 2c shows the result of applying the RATEC method, where moveout curves were generated by fitting the classified and corrected arrival time picks. RATEC is used repeatedly in this example to extract all possible event phases: after one moveout curve is detected and identified, its outliers are used as the input for the next iteration to search for more curves until there are not enough time picks to successfully define a moveout curve. Here, two iterations are sufficient to identify both P-wave (blue) and S-wave (green) phases with most of the true arrival times labeled correctly.

Ricker wavelet in Marmousi model
Although the proposed method is based on a homogeneous initial velocity model assumption, it is robust enough to handle more complex models. In Figure 3a, the acoustic Marmousi model is used to study the proposed method when there are horizontal variations in the velocity model. A finite-difference time-domain numerical simulation is used to generate the noisy receiver data shown in Figure 3b with 10 dB PSNR. Since each trace has a different peak value, which is common in real seismic data, the PSNR defined here uses the global peak of all the traces. A 25-receiver surface line array with 20 m spacing is used to monitor an event at x = 400 and z = 1000 m indicated by the red arrow in Figure 3a.

Figure 3: Marmousi model example under 10 dB PSNR: (a) synthetic data (red line indicates true arrival times), (b) synthetic data (red dot indicates source location), (b) synthetic data (red line indicates true arrival times), (c) RATEC results, (d) zoomed-in results between 400 m and 600 m and (e) zoomed-in results between 1000 m and 1200 m.

After applying RATEC, Figure 3c shows the results of moveout curve prediction and arrival time labels. Even though the
true moveout is not exactly a hyperbola, RATEC is able to label all the true arrival times within a small distance of the moveout curve. Zooming in around the horizontally layered region, good prediction and perfect labeling are observed in Figure 3d. Notice that there is a consistent offset between picked and true arrival times due to the delay of STA/LTA pickings (Zhao et al., 2008) used here. Figure 3e shows the results in a more complex region where the SNR is worse. Even though many picks in that region are false picks, RATEC successfully eliminates most of the picks far away from the true moveout curve and labels the true time picks correctly.

FIELD DATA EXAMPLE

The proposed method was also tested on a data set of 50 sec collected by the Long Beach nodal dense array (Inbal et al., 2016) in southern California which contains 5200 sensors. The top view of the sensor array is shown in Figure 4. Prior to applying the RATEC scheme, no reliable location estimate can be obtained from the picked arrival times due to a large number of false picks which are visible in Figure 6. Instead of STA/LTA, local similarity (Li and Peng, 2016) is used to improve the time picking accuracy based on the stacked waveform similarity between adjacent traces in a small area.

Using the clustered picks found by RATEC, this seismic event is recognized as a surface event whose location is shown by marking its epicenter with the red star in Figure 4. In order to verify our result, we schematically show the corresponding clipped data amplitude snapshot on the sensor array in Figure 5. The gray-scale of the dots indicates the clipped signal amplitude on the corresponding sensor. The red circle in Figure 5 confirms that in the inverted time and location using the classified true picks, there is indeed a weak event that is barely visible in the raw array data. Moreover, the work log shows that there is a surface source in the estimated area but the local earthquake catalog has no record of earthquakes during the event time. In Figure 6 we show the time picking results that contain a large number of false picks. The best-fitted hyperboloid surface from 3-D RATEC is shown as the red surface. On a laptop, RATEC takes just 31 sec to process 50 sec of data which is sufficient for real-time processing.

CONCLUSION

In this paper, we reformulated the arrival time picking problem into a model fitting framework and extended the RANSAC-based curve fitting and surface fitting methods to classify picked arrival times. The effectiveness and robustness of the proposed method are validated by tests on both synthetic and real data sets. The localization result is significantly improved when RATEC eliminates false picks from the data set. In the 2D surface array example on real microseismic data, an accurate hypocenter is successfully inverted.
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