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Rupture Propagation of the 2004 Parkfield, California, Earthquake from

Observations at the UPSAR

by Jon B. Fletcher, Paul Spudich, and Lawrence M. Baker

Abstract Using a short-baseline seismic array (U.S. Geological Survey Parkfield
Dense Seismograph Array [UPSAR]) about 12 km west of the rupture initiation of
the 28 September 2004 M 6.0 Parkfield, California, earthquake, we have observed
the movement of the rupture front of this earthquake on the San Andreas fault. The
sources of high-frequency arrivals at UPSAR, which we use to identify the rupture
front, are mapped onto the San Andreas fault using their apparent velocity and back
azimuth. Measurements of apparent velocity and back azimuth are calibrated using
aftershocks, which have a compact source and known location. Aftershock back
azimuths show considerable lateral refraction, consistent with a high-velocity ridge
on the southwest side of the fault. We infer that the initial mainshock rupture velocity
was approximately the Rayleigh speed (with respect to slower side of the fault), and
the rupture then slowed to about 0.66b near the town of Parkfield after 2 sec. The
last well-correlated pulse, 4 sec after S, is the largest at UPSAR, and its source is near
the region of large accelerations recorded by strong-motion accelerographs and close
to northern extent of continuous surface fractures on the southwest fracture zone.
Coincidence of sources with preshock and aftershock distributions suggests fault
material properties control rupture behavior. High-frequency sources approximately
correlate with the edges of asperities identified as regions of high slip derived from
inversion of strong-motion waveforms.

Introduction

Earthquakes are often modeled as expanding surfaces
across which relative slip occurs. The edge of the surface
expands as a rupture front, and much of the physics of a
seismic source centers on its dynamics. Slip initiates when
the friction at the rupture front drops from static to dynamic
levels. Consequently, seismic radiation is triggered after the
passing of the front and can be used to study its behavior.
Rupture propagation is usually not directly observed but
rather is inferred from simulations of observed ground mo-
tions using kinematic slip models. To get around this prob-
lem, short baseline arrays (Ishii et al., 2005, Spudich and
Cranswick, 1984) have been used as directional antennas to
provide direct observation of motion of the rupture front
during several earthquakes. The rupture propagation of the
M 9.0 2004 Sumatra earthquake was recently mapped by
stacking seismograms from the 600-seismograph Hi-Net ar-
ray in Japan (Ishii et al., 2005) and by analyzing three-station
arrays of hydrophones in the Indian Ocean (DeGroot-Hedlin,
2005, Tolstoy and Bohnenstiehl, 2005). The source zone of
this lethal earthquake extended for over 1300 km (Ammon
et al., 2005), and understanding the dynamics of such ex-
tended ruptures will be important for assessing the hazard
of similar earthquakes. Use of short-baseline arrays may pro-

vide an effective tool for rapid determination of earthquake
extent or rupture velocity, being more data driven than tra-
ditional waveform modeling determinations of rupture kin-
ematics.

UPSAR (U.S. Geological Survey Parkfield
Dense Seismograph Array)

In 1988–1989 we installed UPSAR, a 14-station seismic
array (Fletcher et al., 1992), 12 km west of Gold Hill (Fig. 1)
at the southern end of the section of the San Andreas fault
that broke in the 1966 earthquake (Lindh and Boore, 1981)
to study the rupture propagation of the anticipated Parkfield
mainshock. This section of the fault was characterized as
having a high probability of a M 6.0 event in the time period
1983–1993 (Bakun and McEvilly, 1984). The anticipated
Parkfield earthquake (M 6.0) occurred on 28 September
2004 (Langbein et al., 2005).

The location of UPSAR was chosen so that seismic ra-
diation coming from the moving rupture front of a repeat of
the 1966 earthquake (see Fig. 1) would subtend a large angle
between the ray path from the rupture initiation (north end)
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Table 1
UPSAR Station Locations, Based on WGS84

Station Latitude* Longitude*
Elevation

(m)†
Accuracy

(m)*
East Offset

(m)†
North Offset

(m)†
Elevation Difference

(m)†

P01 35 49.272 �120 30.432 576 1.2 �371 �302 �25
P02 35 49.323 �120 30.383 577 1.3 �298 �208 �24
P03 35 49.282 �120 30.313 585 1.5 �192 �284 �16
P04 35 49.338 �120 30.160 583 2.3 38 �180 �18
P05 35 49.428 �120 30.200 597 1.3 �23 �13 �4
P06 35 49.435 �120 30.185 601 1.4 0 0 0
P07 35 49.430 �120 30.170 603 1.3 23 �9 2
P08 35 49.488 �120 30.067 619 3.6 177 98 18
P09 35 49.562 �120 30.043 613 1.2 213 235 12
P10 35 49.657 �120 30.012 604 1.5 260 411 3
P11 35 49.550 �120 30.120 600 1.3 98 213 �1
P12 35 49.612 �120 30.233 585 — �72 328 �16
P13 35 49.647 �120 30.272 597 1.5 �131 393 �4
P14 35 49.627 �120 30.315 599 1.2 �195 356 �2

*Output from Garmin 76 GPS receiver.
†Offset from P06 determined from latitude and longitude in locally Cartesian frame.

Figure 1. (a) Locations of UPSAR, epicenter of the 28 September 2004 Parkfield
earthquake, the southwest fracture zone, the main trace of the San Andreas fault, the
town of Parkfield, and the SAFOD drill site. Dashed line shows the fault break of the
1966 M 6.0 event (Lindh and Boore, 1981), and the blue triangle is its epicenter. The
southwest fracture zone is assumed to be the locus of the 2004 mainshock (star) for at
least part of its length based on mainshock and early aftershock locations. The along-
strike coordinate axis used in Figures 9 and 10 is shown near the southwest fracture
zone. (b) Relative location of the 12 stations, which operated during the earthquake.

and the ray path from the rupture termination. The array
occupied about a 1 km2 region on the tops of local ridges.
The locations of individual stations (Fig. 1, Table 1) were
irregularly spaced and were chosen to optimize the central
beam width of the array compared to side lobes (Fletcher et
al., 1992). Each station consisted of three-component, L-22
velocity transducers from Mark Products (natural frequency

of 2 Hz) and three-component, Kinemetrics FBA-23 accel-
erometers with each channel digitized at 16 bits and 200
samples/sec to be able to describe the complete direction of
ground motion and cover its bandwidth of about 30 Hz. Tim-
ing was synchronized across the array by phase locking each
station’s clock to a pulse from a master clock. The main
features of this array were its short baseline with respect to
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the length of the travel path and its accurate timing, enabling
the use of relative differences in arrival time across the array
to determine the azimuth of approach and apparent velocity
of incident seismic waves.

The locations in Table 1, (referred to here in as “new
locations”) determined using a GPS unit during removal of
the array, supersede the locations given in table 1 of Fletcher
et al. (1992) (referred to here in as “old locations”). The new
locations differ from the old ones because of random mea-
surement errors, a 0.13� error of assumed north in the old
locations, and an error of a difference in mean elevation.
Mean horizontal offsets between old and new locations, after
removing the rotational offsets, are about 2.5 m. Mean ver-
tical offsets are about 2.0 m, after removing a constant ele-
vation difference. All calculations performed in this article
used the old locations. Over the 700-m aperture of the array,
the 2.5-m horizontal errors are negligible; we believe that
the vertical errors are also negligible, as explained subse-
quently.

Data and Method

Accelerograms from the 28 September 2004 earthquake
(Fig. 2) for the fault-parallel component show coherence
around the main direct arrivals but are not similar otherwise.
Wang et al. (2006) discuss the spatial variation of motion in
the UPSAR data extensively. Although both north- and east-
component accelerations were recorded, the fault-parallel
component showed the highest correlation between stations.
The P wave arrives at 28 sec (time is in sec after 1715 co-
ordinated universal time [UTC] on 28 September 2004) fol-
lowed about 2 sec later by the hypocentral S wave. While
the P wave is small and emergent on the horizontal com-
ponents, the S wave is more prominent. The largest phase
arrives 4 sec after the hypocentral S wave. This phase has a
maximum amplitude of about 0.3g. Although timing is pre-
cise across the array, arrivals may suffer site-specific delays
caused by differing S-wave velocities across the array and
by station elevation errors. Consequently, a station-specific
time correction was developed as follows. Five aftershocks
that were spaced over the length of the rupture zone were
used. For each aftershock the relative time delays were mea-
sured by cross correlating the S wave at P01 with the S wave
at all other stations. A plane wave was fit to these arrival
times using least squares. A set of residuals was obtained
for each event by comparing the expected arrival times for
the best-fitting plane wave to the actual arrival times. The
expected arrival times of the plane wave included delays or
advances caused by variations in station elevation, using a
best-fitting surficial S-wave speed of 326 m/sec. The direc-
tion of the plane wave was not constrained, allowing for
possible lateral refraction of the aftershock S waves. A set
of site delays was obtained by averaging the residuals for all
five events. These site delays include the effects of site-to-
site variation in S velocity and the effects of station elevation
errors. For this reason, the effects of elevation errors in the

old station locations were nullified by use of the site delays.
Use of these site corrections in the correlation analysis in-
creased the values of correlation for the central peaks cor-
responding to the dominant seismic phases.

We use a moving-window, cross-correlation method to
determine the azimuth and apparent velocity (capp � c/sin
h, where c � 326 m/sec is the surface shear-wave velocity
and h is the angle of incidence) of the seismic arrivals start-
ing at the hypocentral S wave. This technique transforms
acceleration time series from multiple stations into average
correlation versus vector slowness (s � l̂/c, where l̂ is a unit
direction vector and c is shear-wave velocity) in successive
0.5-sec time windows each advanced by 0.25 sec from the
start of the previous window. The window length is based
on the approximate duration of the major arrivals in accel-
eration and the offset by our desire to have closely spaced
values in time. Average correlation versus slowness is cal-
culated using the method of Frankel et al. (1991), which
correlates time series from a pair of stations, one time series
lagged according to a given slowness and interstation sep-
aration. A final correlation diagram is obtained by averaging
the values of correlation for all pairs of stations. Correlation
is determined over a grid of slowness values, typically from
�0.7 to 0.7, in 0.01 sec/km increments. The time lag for a
pair of stations is given by:

t � s • r � dt � dt ,ij ij i j

where rij is the vector pointing from station j to i, dti is the
site delay determined for station i, s � (sE, sN, sZ) is slow-
ness, sE and sN are the slowness component in the east and
north directions, respectively, and ,2 2 2s � 1/c � s � s�Z E N

where c is the surface shear velocity obtained during the
determination of site delays.

Correlation is then calculated by averaging

1/2
x (t)x (t � s )� i j ij

tcc � (1)ij 2 2� �x x� i � j
t t

over all pairs of stations i and j, where the sum over t means
the sum is over all samples that fall within a specific time
window. No tapers were applied to the time windows. x is
the ground acceleration time series at a particular station.
The azimuth and apparent velocity (capp) corresponding to a
given slowness vector are

sE�1az � tan , (2)� �sN

and

1
c � . (3)app 1/22 2(s � s )E N
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Figure 2. Accelerograms in the fault-parallel (140�) direction, bandpass filtered in
the 0.2- to 15-Hz band. Time is seconds after Julian day 272, 17:15, 2004 UTC. The
largest peak, 0.3g, is the positive pulse at 34.5 sec at P10.

The azimuth is the direction the wave is propagating
(measured clockwise from north) and the back azimuth,
which points to the energy source, is (az � p). We chose to
use the moving-window correlation method because it is a
broadband measurement that could be applied successfully
to short time windows (e.g., 0.5 sec), giving good temporal
resolution of the source. A frequency-domain method, like
MUSIC (Goldstein and Archuleta, 1987, Schmidt, 1986), re-
quired use of longer time windows and was less satisfactory.
We performed a test to determine the level of correlation
that would represent a significant arrival. We did this by
randomizing the mainshock accelerogram arrival times (by
adding a time shift uniformly spread over the interval �0.5
to �0.5 sec) and performing the cross-correlation analysis.
We found that 98% of the correlation peaks of randomized
data had values below 0.4, which we then assume is a thresh-
old value that can be used for testing for significance.

Average correlation functions for the four most signifi-
cant windows (Fig. 3) are peaked in narrow ranges of slow-
ness for large phases that are well correlated, but show pat-
terns that are more spread out for windows that have no
major phase in them (e.g., the correlation for window 31.1–
31.6 sec). Values of back azimuth and apparent velocity
(equation 3) are given in Figure 4 and Table 2 for the 27
analyzed windows. The accelerogram for P02 (Fig. 4) shows
the phases in the time series that are associated with mea-
sured azimuth, apparent velocity, or correlation. Peak cor-
relation values are highest for the hypocentral S wave at
30 sec, the phase at 32 sec, and the large phase at 34 sec,
but drop to 0.4 to 0.5 between these phases. The last possibly
significant S pulse from the source arrives in the 35.5- to
36.0-sec window. No significant pulses were found in the
coda after that phase. We interpret the well-focused high-
correlation peaks to represent energy from a spatially com-
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Figure 3. Average correlation as a function of slowness for four windows in the S-
wave train. Each correlation diagram is for 0.5-sec long window; windows, identified
by number, are shown for P02 in Figure 4. The circles denote constant values of
apparent velocity of 2, 3, 4, 5, and 6 km/sec from outer to inner circle. The asterisk
denotes the peak and the black loop shows the 95% confidence region of the true
slowness. SE and SN are slowness of the assumed ray in the east and north directions,
respectively. Arrows show direction to peak of correlation and consequently the direc-
tion of wave propagation.

pact source, whereas peaks with lower values of correlation
(above 0.4, but below 0.7–0.8) to be energy coming from
larger sections of fault radiating at lower amplitudes.

Rupture propagation can be seen in the change of the
back azimuth, which changes from about 77� to 51� in about
1.5 sec and then falls further to 45� at 4 sec after the hypo-
central S wave. There is a total change in back azimuth of
about 32� over a duration of 4 sec. Apparent velocity
changes from values near 2.1 km/sec to about 2.8 km/sec at
4 sec after the S wave.

Correlation peaks in Figure 3 show black loops that are
95% confidence bounds on the true peak location. We de-
termined these error bounds as follows. We asked, given a

common noise-free signal with known slowness at all array
elements, if we add random noise to the signal, how far does
the resulting peak in average correlation fall from the true
slowness? We tested this using two methods for each data
window in Figure 3, first, by calculating correlation dia-
grams for 2000 permutations of data seismograms (i.e., ran-
dom reassignments of all observed time series to different
UPSAR stations), and second, by calculating correlation di-
agrams for an assumed signal (the average of the 12 seis-
mograms for the window) and 2000 realizations of noise
consisting of the residual seismograms (i.e., observed seis-
mograms minus the assumed signal) with their Fourier phase
randomized. In both methods, before the permutation
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Figure 4. Back azimuth, apparent velocity, average correlation, and 140� component of the P02
ground acceleration versus time for the mainshock starting at the hypocentral S wave, which arrives
at about 30.3 sec. Three phases have high correlation: the main S wave, a phase at 32 sec, and the
largest phase on the record at 34 sec. Correlations above 0.4 are significant. Lines bracketed by
arrows above the trace of P02 denote 0.5 sec duration-data windows used in computing each of
the correlation diagrams in Figure 3. Windows are numbered sequentially (as shown in first few
correlation bars), and window start times are offset by 0.25 sec.
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Table 2
Rupture Velocities and Correlations

Window
Number* Time† Capp

‡ Back Azimuth§ U� V#
Rupture

Time (sec)
Rupture

Velocity** Correlation

1 30.2 2.18 76.5 �0.4 7.4 0 Inf 0.76
2 30.45 2.12 75.6 0 6.4 0.41 5.42 0.61
3 30.7 2.14 66.3 3.8 7.6 1.07 3.99 0.45
4 30.95 2.21 67 3.4 9 1.1 3.45 0.52
5 31.2 2.25 80 �4.4 7 0.26 16.4 0.47
6 31.45 1.96 61.1 5.6 4.4 2.29 2.29 3.18
7 31.7 2.28 52.4 6.8 8.6 2.15 2.15 3.32
8 31.95 2.4 51.8 6.8 5.08 2.28 3.17 0.73
9 32.2 2.33 49.7 7.6 8.2 2.73 2.91 0.65

10 32.45 2.23 45 9 7 3.14 3.02 0.51
11 32.7 2.12 51 7.6 6.6 3.42 2.4 0.45
12 32.95 2.67 37.4 10.8 10 3.04 3.72 0.41
13 33.2 2.24 69.4 2.8 9.2 3.25 0.99 0.42
14 33.45 2.02 70.3 — — — — 0.33
15 33.7 1.95 75.7 �0.6 4 3.63 1.26 0.41
16 33.95 2.75 45 8.6 11 3.93 2.39 0.8
17 34.2 2.75 45 8.6 11 4.18 2.25 0.79
18 34.45 2.75 45 8.6 11 4.43 2.12 0.53

*Sequential window number (see Fig. 4).
†Time of center of window (see Fig. 4).
‡Apparent velocity in km/sec at UPSAR.
§Back azimuth or azimuth toward source.
�Along-strike coordinate, (km).
#Depth, (km).
**Average rather than instantaneous (km/sec).

Figure 5. Correlation diagram for the S wave of a
M 2.5 aftershock on day 319 21:41 UTC, recorded on
the east component of acceleration, used in calibrating
the back azimuth and apparent velocities. This event
had a high peak correlation. Peak is only slightly nar-
rower than width of the mainshock window 8 peak in
Figure 3, suggesting spatially compact source for ini-
tiation of mainshock rupture.

(method 1) or the averaging (method 2) the data were time
shifted to cause their correlation peak to lie at zero slowness.
Using these procedures we determined the correlation levels
(black loops, Fig. 3) above which the true slowness was
found 95% of the time. The extrema of these loops were
then used to place bounds on the inferred source locations.

Mapping an Observed Back Azimuth and Apparent
Velocity onto the Fault

We used the UPSAR records of about 70 aftershocks that
occurred on the southwest fracture zone (Fig. 1), which we
assume to be the rupture plane of the mainshock, to develop
empirical mappings to convert our observations of main-
shock back azimuth and apparent velocity to source positions
on the fault. We measured aftershock S-wave back azimuths
and apparent velocities in the same way as for the main-
shock. Figure 5 shows the correlation plot for a M 2.5 event
and demonstrates the sharply peaked values of correlation
above a low background from which values of back azimuth
and apparent velocity were obtained for the direct S wave.
We found that back azimuths of aftershocks do not agree
with the straight-line azimuth from UPSAR to their catalog
epicenters. Apparently, 3D velocity heterogeneity is refract-
ing the S-wave path to the array. Consequently, simply pro-
jecting straight rays along the observed back azimuths to
source points on the fault would mislocate the sources.
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Figure 6. Plot of aftershock back azimuths (crosses) as a function of along-strike
position of the aftershock epicenter for streaks of (a) shallow and (b) deep events. Also
shown are the smooth curves used to interpolate the back azimuth data (red and blue).
The black solid line shows the expected back azimuth if there was no lateral refraction.
(c) Cartoon of bending of rays from sources on the San Andreas Fault to UPSAR
consistent with our observations.

Because observed aftershock back azimuths depend
weakly on source depth whereas observed apparent veloci-
ties depend strongly, we used different procedures to de-
velop back azimuth and apparent velocity maps. Almost all
events occur in either of two streaks (Hardebeck et al., 2005;
Thurber et al., 2006), one at a depth of about 4 km and
another at 9 km. We partitioned aftershock back azimuth
measurements into two groups, those from the shallow
streak (depths between 3 and 7.1 km) and those from the
deep streak (8.3–11.2 km). We passed smooth ad hoc inter-
polating functions in a least-squares sense through the back
azimuths of these two groups as a function of distance along
the strike of the fault (Fig. 6). (Due to scarcity of data, seven
aftershocks southeast of the hypocenter are included in both
groups.) The black line in Figure 6 shows the straight-line
azimuth from UPSAR to the fault, clearly showing that ob-
served back azimuths deviate significantly from straight-line
paths. We will comment on this subsequently. The smooth
two-dimensional (2D) empirical function in Figure 7 was

used to map an observed back azimuth to a locus of possible
positions on the fault. Between the depths of 5.05 and 9.75
km, the 2D empirical function was determined by linear in-
terpolation between the blue and red curves in Figure 6.
Above or below these depths, the blue and red curves were
used, respectively. There is a modest dependence of back
azimuth on source depth, which is most apparent at about 7
km in Figures 6 and 7. This means that the lateral refraction
of S waves is different for deep and shallow sources on this
section of the fault.

Because the aftershock apparent velocities depend more
strongly on depth, we could not ignore the depth dependence
within a streak. Consequently, we passed a smooth 2D in-
terpolant in a least-squares sense through the measured ap-
parent velocities, yielding the empirical function in Figure 8.
Because the 3D velocity structure has a significant, some-
what random effect on the apparent velocities, there was no
physical basis for choosing the interpolating function, which
was an ad hoc mixture of polynomials and trigonometric
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Figure 7. Contours and colors show the fitted interpolating function used to map
an observed back azimuth to a position along the strike of the assumed fault plane.
Crosses are locations of aftershocks whose back azimuths were fitted. MM is the ap-
proximate location of Middle Mountain with respect to the along-strike coordinate.
This function and the apparent velocity function in Figure 8 are used together to locate
sources on the fault. Although the interpolating function is mostly a function of hori-
zontal position, note the depth dependence at about �7 km.

functions in depth and distance along strike. Finally, source
positions are obtained by finding the locations best fitting
both the back azimuth and apparent velocity data.

Results

One of the interesting observations we have made is that
the lateral refraction shown by the deviations of the red and
blue curves from the black curves in Figure 6 implies a pat-
tern of ray bending shown in Figure 6c, which might be
related to a high-velocity ridge parallel to the fault. Rays are
bent toward the perpendicular from the San Andreas fault to
UPSAR. The observed bending is surprising in that it is
exactly the opposite of what would be expected from a low-
velocity zone in the fault. This bending is qualitatively con-
sistent with 3D velocity models of this region (Eberhardt-

Phillips and Michael, 1993; Thurber et al., 2004), which
show a strong velocity (P-wave) contrast across this part of
the fault. The southwest side, which is the Salinian block, is
typically faster than the northeast side by about 5%–20%
over a 4-km width and contains a ridge of high-velocity
material close to the southwest side of the fault, which may
be responsible for the observed bending. Azimuths shown
in Figure 4 have not been corrected for this effect.

Before presenting the mainshock results we discuss the
effects that might be caused by the application of a technique
that seeks the best-fitting plane wave in the radiation from a
spatially and temporally extended source. We can examine
the differences that we might expect between an extended
source slip model and the locations of sources from array
analysis of records from that extended model. In fact, Spu-
dich and Oppenheimer (1986) did a similar array analysis
on synthetic seismograms calculated for a hypothetical Park-
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Figure 8. Contours and colors show the fitted interpolating function used to map
an observed apparent velocity to a position on the assumed fault plane. Crosses are
locations of aftershocks whose apparent velocities were fitted. This 2D function was
used with the function in Figure 7 to find the source location on the fault corresponding
to any value of measured apparent velocity and back azimuth at the array.

field earthquake. They used a different method (Capon,
1969) and array geometry than used in analyzing the records
from the 2004 Parkfield earthquake, but these differences
are probably immaterial for this discussion. Their figure 9
shows that the source rupture inferred from the array analysis
tends to lag slightly behind the expected source location,
possibly because of the averaging of a long arcuate rupture
front (actually, an isochone of rupture is imaged in their
work). Assuming the same phenomenon might occur in our
work, the actual rupture front position may lie ahead (typi-
cally northwest) of our inferred source position. However,
it is not clear that the same phenomenon will occur in the
real data. Their source had uniform slip between about 3-
and 12-km depth, whereas slip in the real earthquake may
have been concentrated in a narrower depth zone (Liu et al.,
2006), so that the source is approximately (within our res-
olution) a line source, and no effects of arcuate rupture might
occur.

Spudich and Oppenheimer (1986) pointed out that the
source image obtained by array analysis is not a slip map,
because the seismograms observed at the array location are
modulated by radiation patterns and local directivity (e.g.,
their figure 5.) That figure shows that the fault-parallel com-
ponent is the least likely to be affected by variations of ra-
diation pattern on the fault, which probably accounts for our
observation that we get the best results from the fault-parallel
component analysis. However, their figure 5 also shows that
UPSAR is falling on a node for the fault-parallel component
of S-wave radiation for sources that are near Middle Moun-
tain (at about 20 km along-strike coordinate). However,
sources immediately to the north of the town of Parkfield
are not nodal and should be discernable by the array.

Mainshock source locations inferred for each window
are shown on the fault plane in Figure 9. Sources are plotted
only for windows having average correlation above 0.4, the
significance level determined earlier. Green lines show the
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Figure 9. Inferred source locations (colored circles) on a vertical plane approxi-
mating the southwest fracture zone of the San Andreas fault. Circle radius is propor-
tional to rms acceleration in the data window. Circle color depends on average corre-
lation. Numbers are window numbers in Figure 4. Green lines show the extent of the
95% confidence limits (Fig. 3) mapped onto the fault. 95% confidence limits are not
shown when they extend beyond the region where apparent velocity or back azimuth
is defined in Figures 7 and 8. Mainshock hypocenter (X) and aftershocks (�) from
Thurber et al. (2006). White arrows show closest point to UPSAR and to the town of
Parkfield. Background is average rupture velocity (grayscale) and slip (red contours in
meters) from Liu et al. (2006) and Custodio et al. (2006). Black arrows on points 16,
17, and 18 indicate that true depth should probably be about 12 km. Black arrow on
source 15 indicates true position is an unknown amount shallower than indicated.

95% confidence limits on the source location based on
the correlation peak confidence limits (Figure 3), which is
probably the major source of uncertainty. The error bars in
Figure 9 do not include horizontal uncertainties caused by
arcuate rupture fronts or the back azimuth correction, which
is probably less than �2 km (Fig. 6), and they do not include
the vertical uncertainties based on errors in the aftershock
apparent velocity interpolating function (Fig. 8), which are
difficult to assess. Sources 16–18 are probably located at a
depth of 12 km. Their 2.75 km/sec apparent velocity lies
slightly outside the zone where apparent velocity is defined
in Figure 8; they are plotted at the closest edge of the zone
where apparent velocity is defined. Similarly the apparent
velocity for source 15 of 1.95 km/sec puts it shallower than
the defined zone in Figure 8.

The location of the inferred sources shows propagation
from near the hypocenter northward to near the town of
Parkfield over about a 4-sec time span. Initially the sources
have depths of about 6–9 km, but deepen to 8–12 km at
Parkfield. The catalog hypocenter is located within the 95%
confidence limits of our inferred location of hypocentral S
in windows 1 and 2. The depth discrepancy probably indi-
cates the error in our source mapping rather than a difference
between strong-motion and weak-motion hypocenters.
Source 5 is the only window consistent with southeastward
rupture propagation, but its location is very poorly deter-

mined both because of the breadth of its correlation peak
(Fig. 3) and the small angle between the S-ray direction and
the fault plane. The source location of window 8, which
includes a significant acceleration pulse (32 sec) (Fig. 4), is
particularly well resolved owing to its location near the fault
point closest to UPSAR. The horizontal positions of sources
16 and 17, corresponding to the largest acceleration pulse at
UPSAR, are not as well resolved, but they are probably
deeper than source 8 because their apparent velocities are
conspicuously larger than for source 8 (Fig. 3).

Source location is plotted versus time in Figure 10 to
show rupture progression. The rupture time of each source
in Figure 10 is obtained by subtracting its S travel time from
its arrival time at UPSAR. As there is no 3D S-wave velocity
model that covers the UPSAR region that we can use to cal-
culate S travel times, we modified P-wave travel times from
the fault to UPSAR calculated in the 3D model of Thurber
et al. (2006). We measured S-wave times for about 18 after-
shocks from different sections of the fault and compared
them to predicted P times from the Thurber et al. (2006)
model. We found that by multiplying the P times by a VP/
VS ratio of 1.65 and adding a uniform delay of about 0.9 sec
provided a close fit to the observed aftershock S travel times.

The average rupture velocities from the hypocenter to
sources 7 and 8, which generate the pulse at 32 sec in Fig-
ure 4, are 3.32 and 3.17 km/sec, respectively, factors of 0.94
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Figure 10. Source locations (colored circles) plotted as distance along strike versus
time. Circle color and size as in Figure 9. Dashed lines show the rupture velocity
(fraction of shearwave velocity on the northeast, slow, side of the fault) for the main
phases shown in Figure 4.

and 0.9 times the S-wave velocity (3.52 km/sec) on the
northeast side of the fault and 0.88 and 0.84 times VS

(3.78 km/sec) of the southwest side of the fault at 7- to 10-
km depth from Thurber et al. (2004), who report both P-
wave and S-wave velocities near SAFOD. Average rupture
velocity from the hypocenter to the source 17, which gen-
erates the largest acceleration at UPSAR (34 sec in Fig. 4)
and which might be the source of the large accelerations near
the town of Parkfield, is about 2.4 km/sec or 0.68 times the
S-wave velocity on the northeast side and 0.60 VS on the
southwest side. Figure 10 indicates a very high southeast-
ward rupture velocity to source 5, but given the large error
bars on this source’s location, we do not believe the appar-
ently high rupture velocity of source 5. An interesting ques-
tion is whether sources 13, 15, and 24 are the earliest after-
shocks of the earthquake, as they are not in the main trend
of rupture.

Discussion

Based on the correlation of our sources with preshocks
and aftershocks, our results suggest that the rupture behavior
of the mainshock was controlled by rheological variations
on the fault. The sources of our main pulses (windows 7 and
8, which are well located, and 16 and 17, with somewhat
larger error bars) are located very near a deep cluster of
aftershocks at about 7–9 km along strike (Fig. 9). Most of
the aftershocks, including those in this cluster, locate in the
same places as the ambient seismicity before the main event
(Hardebeck et al., 2005), despite the fact that the stress dis-
tribution on the fault must have changed significantly during
the mainshock. This suggests that there are rheological or
geometrical variations on the fault plane that persist through
the seismic cycle, and the locations of these earthquakes and
pulse sources are controlled by the rheological or geometric
variations rather than by the preshock stress distribution.
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Interestingly, Rymer et al. (2006) found cracks along
the southwest fracture zone for about 8 km along a segment
northwest from the 28 September 2004 epicenter. Cracks
were found fairly continuously from a point about 5 km
northwest of the hypocenter for a length of about 6 km and
then in a second patch 2 km further along the segment. They
found cracks on both the San Andreas main trace and the
southwest fracture zone, but the slip on the San Andreas is
afterslip, compared to coseismic slip on the southwest fracture
zone. Also, offsets on newly recognized faults (Rymer et al.,
2006) between the main trace and southwest fracture zone are
close to where our sources 6–8 and 16–18 are located. Con-
sequently, geologic features also suggest that the point 8–
10 km northwest from the hypocenter is a region where the
more continuous cracks terminate and where fault complex-
ity links the southwest fracture zone to the main trace.

We do not expect that the picture of rupture that
emerges from our study should necessarily agree with the
slip distribution inferred from waveform modeling of lower-
frequency data. It is possible that acceleration pulses ob-
served at UPSAR are not radiated from slip maxima. High
frequencies are radiated from spatial variations of slip and
changes in rupture velocity (Madariaga, 1978; Spudich and
Frazer, 1984). For example, it is well known that a Haskell
model (strip of uniform slip moving down a rectangular fault
plane) radiates high frequencies only from its edges, suggest-
ing that pulses recorded in acceleration at UPSAR may come
from the edges of the high-slip zones. The isochrone model
of rupture (Spudich and Frazer, 1984) predicts high-frequency
seismic radiation from acceleration of the rupture front, and
the passage of the rupture front through strong gradients of
slip. Figure 9, which compares the location of sources of high-
frequency radiation with the slip model of Liu et al. (2006)
and Custodio et al. (2006), shows that most of our sources
are on the edges of the high-slip regions. Average rupture
velocity (rather than instanteous rupture velocity) is also
shown, and our sources are in regions where rupture velocity
is changing, but it is hard to judge the importance of this
correlation because the rupture velocity is hardly ever con-
stant in this model. Our rupture times agree well with those
of Liu et al. (2006) for sources 1–9 (except 5), but our sources
16–18 are significantly delayed with respect to the rupture
time for their location in the Liu et al. (2006) model.

The slip model of Liu et al. (2006) for the mainshock
concentrates slip in the regions devoid of aftershocks be-
tween depths of 5 and 10 km (Fig. 9) and extending 20 km
northwest from the hypocenter. It might be that acceleration
pulse 8 is a rupture deceleration phase radiated when the
subshear rupture encountered a change in material properties
at the aftershock zone after propagating through a high-slip
patch. The largest acceleration pulse, window 17, appears to
originate from a source at a deeper extension of the after-
shock cluster and might correspond to the delayed rupture
of a strong patch on the fault at that location, or it could be
caused by rupture acceleration into a high-slip region ex-
tending from 10 to 20 km along strike (see red contours

updip from 12 km, Fig. 9). It should be noted that the sources
of the northernmost (source 17) and southernmost (source
5) acceleration pulses observed at UPSAR agree well with
the areas of large ground acceleration recorded at stations of
the California Geological Survey in this region (Shakal et
al., 2005), suggesting that we have not mislocated them.
However, error bars on source 17 extend to at least 15 km
along strike (most clearly seen in Fig. 10), so it is possible
that this pulse could represent rupture of the high-slip zone
15 km northwest of the hypocenter. It is surprising that we
do not observe any pulses coming from the slip maxima
northwest of the town of Parkfield (Fig. 9), but this might
be caused by the fact that S waves from that part of the fault
are nodal on the fault-parallel component and the rupture is
traveling away from UPSAR. However, we note that we do
not see any pulses from that part of the fault on the fault-
normal component of motion either, so perhaps there are no
strong changes of slip or rupture velocity on that part of the
fault to generate acceleration pulses at UPSAR.

The UPSAR data suggest that high-acceleration pulses
originate from spatially compact source regions. The largest
acceleration pulses in Figure 4 have the highest correlation,
meaning that they are better approximated by a plane wave
than are the intervening lower accelerations (not shown).

Our rupture velocities are variable and demonstrate the
importance of this parameter in studying source physics. The
rupture velocity was initially high, near the Rayleigh veloc-
ity, and then slowed. This implies that near the hypocenter
the fault was near failure (low S parameter) (Andrews,
1976), but this condition did not persist over the entire fault.
The comparison of this observation with other direct obser-
vations of rupture will enhance our understanding of earth-
quake nucleation and extension.

This work directly locates the source of seismic radia-
tion from a M 6.0 earthquake from its initial site to a point
about 10 km northwest near the town of Parkfield. Although
correlations are strongly peaked for three main phases sug-
gesting that the sources of these phases are compact, the
poorly correlated waves observed between these phases are
probably caused by radiation from broader sections of fault.
Consequently, it seems the fault can be viewed as alternately
radiating with high coherence and then incoherence. This
raises the question of what fault frictional or geometric prop-
erties cause the smallest sections of the fault to radiate the
largest pulses. Small arrays offer a new set of observations
that can provide insight into these processes. In addition,
such arrays provide an effective way of observing rupture
propagation (Ishii et al., 2005, Spudich and Cranswick,
1984) in a more direct way than waveform modeling, and
thus might provide an additional type of data for near-real-
time earthquake monitoring.

Conclusions

High-frequency radiation from the 28 September 2004
earthquake has been mapped to the San Andreas fault using
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estimates of back azimuth and apparent velocity determined
at UPSAR. Back azimuths show considerable lateral refrac-
tion consistent with a high-velocity body on the Southwest
side of the fault. Both apparent velocities and back azimuths
are corrected to true back azimuths and depths using cali-
bration curves developed from observations of aftershocks.
Initial rupture velocities are high near the shear-wave veloc-
ity, slowing so that the average 4 sec after initiation is about
0.66b. Correlation is high for about 4 sec (with reference to
the initial S wave), ending with a large pulse that may origi-
nate from a point where the rupture jumped from the south-
west fracture zone to the main trace of the San Andreas fault,
near the area where high peak accelerations were observed
on local strong-motion instruments. After the large pulse at
4 sec after the hypocentral S-wave arrival time, the corre-
lation is low, suggesting a marked change in the organization
of the rupture front.
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