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Wind intensification in theCalifornia, Benguela,
and Humboldt ecosystems could benefit marine
populations by increasing nutrient input into
subtropical euphotic zones if primary production
isnutrient-limited. Large increases inwindstrength,
however, could be detrimental by disrupting troph-
ic interactions (18), causing transport of plank-
tonic organisms off continental shelves (19), or
increasing acidic or hypoxic waters in shelf hab-
itats (4, 5). Although positive trends in coastal
chlorophyll-a concentration off California andelse-
where (20) conform to the wind trends described
here, there is no reason to assume that these
changes will translate into increases in pro-
ductivity across intermediate and higher trophic
levels, although a recent study linked wind in-
creases to improvements in albatross foraging
efficiency and productivity (21). If new primary
production constrains fisheries (22), greater pri-
mary productivity could enhance food production.
However, ocean warming could counter stronger
upwellingby increasing stratification (23), making
it difficult to forecast ecological responses. More-
over, given the sensitivities of different species to
the seasonality of upwelling (24, 25), population
variability might be linked to shifts in the phe-
nology of upwelling as much as to changes in
amplitude (26). Changes in the phenology of
upwelling-favorable winds may also affect the
trends within and across ecosystems described
here. Ultimately, the sensitivity of observed wind
trends to latitude, data type, season, and time-
series durationdemonstrated in thismeta-analysis
highlights the need for sustained high-quality ob-
servations of coastal winds and emphasizes the
complexity of forecasting the consequences of
wind intensification for ecosystems.
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EARTHQUAKE DYNAMICS

Mapping pressurized volcanic fluids
from induced crustal seismic
velocity drops
F. Brenguier,1* M. Campillo,1 T. Takeda,2 Y. Aoki,3 N. M. Shapiro,4 X. Briand,1

K. Emoto,2 H. Miyake3

Volcanic eruptions are caused by the release of pressure that has accumulated due to hot
volcanic fluids at depth. Here, we show that the extent of the regions affected by
pressurized fluids can be imaged through the measurement of their response to transient
stress perturbations. We used records of seismic noise from the Japanese Hi-net seismic
network to measure the crustal seismic velocity changes below volcanic regions caused by
the 2011 moment magnitude (Mw) 9.0 Tohoku-Oki earthquake. We interpret coseismic
crustal seismic velocity reductions as related to the mechanical weakening of the
pressurized crust by the dynamic stress associated with the seismic waves. We suggest,
therefore, that mapping seismic velocity susceptibility to dynamic stress perturbations can
be used for the imaging and characterization of volcanic systems.

L
arge volcanic eruptions are preceded by
long-term pressure buildup in volcano mag-
matic and hydrothermal systems. Therefore,
knowledge of the extent and state of these
pressurized volcanic fluids at depth will help

in the better anticipation of future eruptions. In
particular, seismic tomography is often used to
delineate volcano-feeding systems at different
scales (1, 2). However, a major difficulty of tradi-
tional seismic imaging of volcanoes is that the
geological contrasts of the host rock might dom-
inate the final tomographic images, which are
only partially sensitive to the content and state
of volcanic fluids (3).
Recent geodetic observations have shown that

volcanic areas are characterized by anomalous
responses to crustal deformation induced by large
earthquakes, as demonstrated by the subsidence
of volcanoes in Chile and Japan after the 2010
Maule and 2011 Tohoku-Oki earthquakes (4, 5).
This sensitivity to strong coseismic deforma-

tion and shaking is probably associated with
the presence of pressurized hydrothermal and
magmatic fluids at depth in a fractured me-
dium. We explored the responses of volcanoes
to transient stress perturbations by investigat-
ing the temporal evolution of crustal seismic
velocities in Japan in response to the seismic
shaking and deformation caused by the March
2011 moment magnitude (Mw) 9.0 Tohoku-Oki
earthquake.
The Hi-net, Japanese high-sensitivity seismo-

graph network, is among the densest in the
world; thus, the 2011 Tohoku-Oki earthquake
remains the best-recorded large earthquake to
date. It was associated with large, widespread
static ground deformation and ground shaking
(Fig. 1). In this study, we used seismic noise-based
monitoring (6) to characterize the response of the
upper crust to the coseismic shaking and de-
formation caused by the earthquake. We ana-
lyzed 1 year of continuous seismic records from a
portion of the denseHi-net seismic network (600
stations, as shown in the inset to Fig. 1A), span-
ning from 6months before to 6 months after the
earthquake occurrence.
We computed the daily vertical-vertical noise

cross-correlation functions using a processing
scheme that minimized the effects of the strong
aftershock activity that followed the Tohoku-Oki
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earthquake (7). To avoid the choice of an arbi-
trary reference cross-correlation function and
to improve the precision of the measurements,

we separately computed velocity changes for
all of the possible daily cross-correlation func-
tions for each station pair. Using a Bayesian

least-squares inversion, we retrieved accurate
daily continuous velocity change time series for
every station pair (7).
We computed the seismic velocity changes av-

eraged over the day of the Tohoku-Oki earthquake
and 4 days after, relative to the seismic velocity
changes time series averaged over 6 months be-
fore the Tohoku-Oki earthquake (Fig. 2A) (7).
These changes mainly correspond to the response
of the upper crust to the coseismic shaking and
deformation. Similar to previous studies of co-
seismic velocity variations (6, 8), a reduction in
velocity was widespread over Honshu Island.
Furthermore, the strongest velocity drops were
not observed in the area closest to the epicenter
or within large sedimentary basins, as would be
expected. The patterns of the observed velocity
reductions did not correlate with the intensity
of the ground shaking or with the coseismic de-
formation (Fig. 1); instead, the strongest coseis-
mic velocity reductions occurred under volcanic
regions. In particular, a large part of the Tohoku
volcanic front and the Mt. Fuji volcanic region
are well delineated.
The mechanism by which seismic velocities

decrease in response to stress perturbations is
commonly described as related to the opening
of cracks (9, 10), which might also induce an
increase in permeability and a transfer of fluids
at depth and may lead to further triggering of
earthquakes. Over long distances, large earthquakes

SCIENCE sciencemag.org 4 JULY 2014 • VOL 345 ISSUE 6192 81

Fig. 1. Static strain and ground shaking caused by the Tohoku-Oki earthquake. (A) Modeled
coseismic dilatation static strain at 5 km in depth (7). The red star shows the position of the
epicenter of the Tohoku-Oki earthquake. (Inset) Positions of the Hi-net seismic stations (red points).
(B) Averaged peak ground velocity measured using the KiK-net strong-motion network (7).

Fig. 2. Crustal seismic velocity perturbations caused by the Tohoku-Oki earthquake. (A) Coseismic crustal seismic velocity changes induced by the 2011
Tohoku-Oki earthquake. (Inset) Velocity changes averaged over 5 days preceding the day of the Tohoku-Oki earthquake. (B) Seismic velocity susceptibility
computed using the seismic velocity changes shown in (A). Black triangles denote Quaternary period volcanoes, and the red line depicts themain volcanic fronts.
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are known to trigger anomalous hydrothermal
activity (11), aftershocks on a global scale (12),
tectonic tremor activity (13), and slow-slip events
(14). The origin for this remote triggering of
activity is believed to be the associated dy-
namic stress that is caused by the passing of the
seismic waves.
We used the approach of Gomberg and Agnew

(15) to estimate the level of dynamic strain Dx
and dynamic stress Ds from the observed peak
ground velocity (PGV), such that Dx ≈ n/c and
Ds ≈ mn/c, where m is the mean crustal shear
modulus (~30 × 109 Pa), n is the PGV (measured by
the KiK-net, strong-motion seismograph network
installed in boreholes together with the Hi-net
sensors), and c is the mean wave phase velocity
of the Rayleigh waves that propagate within the
upper crust (~3 km/s). The dynamic strain caused
by the passing of the seismic waves was one to
two orders of magnitude higher than the static
coseismic strain for Honshu Island. We thus con-
clude that the dynamic stress associated with
the seismic waves emitted by the Tohoku-Oki
earthquake was the main cause of the large
seismic velocity reductions under the volcanic
regions—in particular, the Mt. Fuji area, where
the static stress change can be considered neg-
ligible. We then defined the seismic velocity
susceptibility as the ratio between the observed
reductions in the seismic velocity and the esti-
mated dynamic stress. The distribution of these
seismic velocity susceptibilities correlates with
the main volcanic areas (Fig. 2B).
The sensitivity of the seismic velocity to stress

changes in the rock increases with decreasing
effective pressure (16, 17). Under volcanic areas,
the effective pressure in the crust can be reduced
because of the presence of highly pressurized
hydrothermal and magmatic volcanic fluids at
depth. We thus argue that the observed strong
coseismic velocity reductions delineate the re-
gions where such pressurized volcanic fluids are
present in the upper crust. An important impli-
cation of our observation is that the seismic ve-
locity susceptibility to stress can be used as a
proxy to the level of pressurization of the hy-
drothermal and/or magmatic fluids in volcanic
areas. So far, this susceptibility is greatest in the
Mt. Fuji area and along the Tohoku volcanic
arc, where it reached 15 × 10−4 MPa−1, whereas
it is more than 10 times smaller for the Creta-
ceous stiff plutonic regions of eastern Tohoku
(Fig. 2B).
Fluids are also known to have important roles

in earthquake nucleation (3). The volcanic areas
where large seismic velocity susceptibility was
observed were also characterized by large trig-
gered seismic activity after the Tohoku-Oki earth-
quake (18, 19), including a particularly strong
(magnitude 6.4) earthquake that occurred 4 days
after the main shock, near Mt. Fuji. This con-
firms that the crust in these areas is quite sen-
sitive to strong transient stress perturbations.
We argue that mapping the susceptibility of seis-
mic velocities to dynamic stress changes can be
used to image and characterize regions with low
effective pressure, such as volcanic systems.
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NEURODEVELOPMENT

Parasympathetic neurons originate
from nerve-associated peripheral
glial progenitors
Vyacheslav Dyachuk,1,2* Alessandro Furlan,1*Maryam Khatibi Shahidi,3 Marcela Giovenco,1

Nina Kaukua,4 Chrysoula Konstantinidou,5 Vassilis Pachnis,5 FatimaMemic,1 UlrikaMarklund,1

Thomas Müller,6 Carmen Birchmeier,6 Kaj Fried,4 Patrik Ernfors,1†‡ Igor Adameyko7†‡

The peripheral autonomic nervous system reaches far throughout the body and includes
neurons of diverse functions, such as sympathetic and parasympathetic. We show that
the parasympathetic system in mice—including trunk ganglia and the cranial ciliary,
pterygopalatine, lingual, submandibular, and otic ganglia—arise from glial cells in nerves,
not neural crest cells. The parasympathetic fate is induced in nerve-associated Schwann
cell precursors at distal peripheral sites. We used multicolor Cre-reporter lineage
tracing to show that most of these neurons arise from bi-potent progenitors that generate
both glia and neurons. This nerve origin places cellular elements for generating
parasympathetic neurons in diverse tissues and organs, which may enable wiring of the
developing parasympathetic nervous system.

A
lmost all bodily functions are regulated
by the autonomic nervous system. Most
autonomic neurons arise from migrating
neural crest cells, at least in the chick (1, 2).
However, unlike the neural crest–derived

sympathetic, sensory, and enteric nervous sys-
tems, for which the migratory paths and cellu-
lar origins have been studied in detail, little is
known about the developmental origin of the
parasympathetic nervous system. Available data
have been difficult to reconcile in the mouse be-
cause migration of the cranial neural crest ceases
around embryonic day 10 (E10), although cranial
parasympathetic ganglia do not coalesce until
around E12 (3, 4). Schwann cell precursors asso-
ciated with nerves produce myelinating and non-
myelinating Schwann cells, endoneural fibroblasts,

and melanocytes during development (5) and
can therefore be considered as multipotent stem-
like cells. The role of Schwann cell precursors
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